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ABSTRACT
For coding of videophone sequences at very low bit rates,
model-based coding is investigated. In a model-based coder,
the human face in the videophone sequence is described by
a three-dimensional (3D) face model. At the beginning of
the videophone sequence, the model has to be adapted au-
tomatically to the shape, position and orientation of the real
face present in the scene. In this paper, a new face model
adaptation algorithm is presented. Facial features such as
eye corners, mouth corners, chin and cheek borders, and
nose corners are supposed to be known or previously es-
timated. First, the orientation, shape and position of the
model are adapted using the positions of the mouth corners,
outer corners of the eyes and top pixels of the cheek bor-
ders. Then, the shape of the model is locally adapted us-
ing the chin and cheek borders as well as the nose corners.
The algorithm was implemented and applied to the first 40
frames of the videophone sequence Claire (CIF, 10Hz) with
very encouraging results, even in cases when the person’s
eyes are closed or the person is facing downward.

1. INTRODUCTION

For coding of videophone sequences at very low bit rates,
model-based coding is investigated [1, 2, 3, 4, 5, 6]. In a
model-based coder, the human face in the videophone se-
quence is described by a three-dimensional (3D) face model.
The shape is represented by a 3D wire-frame whose vertices
represent the shape parameters. The motion is described by
six parameters: three rotation angles and one 3D translation
vector [7, 8]. The mimic is described by action units [9]
or facial muscle parameters [10]. The color is described by
projecting a real image onto the wire-frame. These param-
eters are estimated at the sender [10, 11, 12, 13, 14], then
coded and transmitted to the receiver. After decoding of the
transmitted parameters at the receiver, a synthetic image of
the face is generated.

Usually, a generic 3D face model is used. This model
has the proportions of an average human face. At the be-
ginning of the videophone sequence, the model has to be

adapted automatically to the size, position and orientation
of the real face present in the scene. First, the face of the
person is segmented in the current image. Then, facial fea-
tures such as the eye centers, mouth center, chin and cheek
borders, nose corners, etc. are extracted [15]. In the final
step the model is adapted using the extracted facial features.
The adaptation is carried out in two steps known as global
adaptation and local adaptation.

In global adaptation, the size, position and orientation
of the model are corrected in such a way that the projec-
tions onto the image plane of the model’s eye and mouth
centers coincide with the corresponding facial features. The
model deformation is described by three scaling factors �� ,
�� and �� along the U, V and W axes of the model’s lo-
cal coordinate system, respectively. The orientation of the
model is described by three consecutive rotations around
the Y, Z and X axes of the world coordinate system by the
rotation angles �� , �� and �� , respectively. The posi-
tion of the model is described by the 3D position vector
�� � ��� � �� � ���

� of the origin of the model’s local co-
ordinate system respect to the world coordinate system.

In the professional literature, some algorithms are pro-
posed for global adaptation of the face model. In [16],
the scaling factor �� is estimated as the quotient between
the distance between the model’s projected eye centers and
the corresponding distance for the face in the current im-
age. To estimate the scaling factor �� , the midpoint be-
tween the model’s projected eye centers must first be ob-
tained and then the distance from this point to the projected
mouth center is measured. The factor is estimated as the
quotient between the measured distance for the model and
the corresponding distance for the face in the current im-
age. In [17], [18], [19] and [20], the scaling factor �� is
estimated as the average between the U-axis and V-axis es-
timated scaling factors. In [21], the rotation angle Æ�� for
correction of the model orientation around the Z-axis of the
world coordinate system is equal to the incline of the line
which connects the eye centers of the face in the current im-
age with respect to a line which is parallel to the horizontal
axis of the image plane. In [18] and [19], the rotation an-



gle Æ�� for correction of the model orientation around the
Y-axis of the world coordinate system is estimated in four
steps. First, a line that crosses the eye centers of the face
in the current image is traced. Then, the intersection point
of this line with the right cheek border and the intersection
with the left cheek border are found. Then, the midpoint
between the two points found in the last step is obtained.
Finally, the rotation angle Æ�� is estimated from the posi-
tion difference between the point found in the last step and
the midpoint between the eye centers. The rotation angle
Æ�� for correction of the model orientation around the X-
axis of the world coordinate system is not estimated in any
of the fore-mentioned contributions. All the above men-
tioned global adaptation algorithms fail when the eyes are
closed because the eye centers are difficult to extract under
those conditions.

In the local adaptation, a more refined adaptation of the
face model to individual features of the face in the current
image is carried out. In the professional literature, some al-
gorithms are proposed for local adaptation of the face model.
In [18] and [19], the face model is adapted to the chin and
cheek borders of the face in the current image. First, each
vertex whose projection onto the image plane coincides with
the chin and cheek borders of the model (known as control
vertices of the chin and cheek borders) is displaced until
its projection coincides with the chin and cheek borders of
the face in the current image. The remaining vertices are
displaced in such a way that those vertices which are near
control vertices are displaced a greater distance than those
that are further away. In [19], the model’s nose is scaled
only along the U-axis by the scaling factor ���	
�� and then
displaced using the positions of the nose corners of the face
in the current image. First, the distance between the pro-
jections of the model’s nose corners is obtained. Then, the
scaling factor ���	
�� applied to the nose vertices along the
U-axis is the quotient between the measured distance for
the model and the corresponding distance for the face in the
current image. Finally, the nose vertices are displaced with
respect to the model’s local coordinate system until the pro-
jections of the model’s nose corners coincide with the nose
corners of the face in the current image.

In this paper, a new face model adaptation algorithm is
proposed. For global adaptation, the most significant con-
tribution is that the model can be adapted when the eyes
are closed and the person is facing downwards. For this,
the outer corners of the eyes will be used instead of the eye
centers, and a new method will be introduced to estimate
the rotation angle Æ�� for correction of the model orienta-
tion around the X-axis of the world coordinate system. For
local adaptation, the most significant contribution is that a
new method will be presented to estimate the scaling factor
���	
�� of the model’s nose vertices along the V-axis. The
scaling factor ���	
�� of the nose vertices along the U-axis

Fig. 1. Robinson face model.

and the displacement of the nose with respect to the model’s
local coordinate system are carried out using the method de-
scribed in [19]. The adaptation of the model to the extracted
chin and cheek borders is done using the method described
in [18] and [19].

The proposed adaptation algorithm will be applied to
real videophone sequences to compare its performance with
existing algorithms in the professional literature.

This paper is organized as follows. In section 2, the 3D
face model is described. In section 3, the global adaptation
algorithm is presented. In section 4, the local adaptation
algorithm is described. In section 5 and in section 6, exper-
imental results and the conclusions are given, respectively.

2. HUMAN FACE MODEL DESCRIPTION

In this paper, the Robinson face model is used (see Fig. 2).
The 3D model belongs to a virtual 3D world, where (X,Y,Z)
is the world coordinate system and (U,V,W) is the model
coordinate system. Vector �� describes the position of the
model coordinate system with respect to the world coordi-
nate system. Vector �� describes the 3D position of any
vertex i of the model with respect to the world coordinate
system. The model’s shape is described by the positions of
all the vertices with respect to the model coordinate system.
Vector ��� describes the position of vertex i with respect to
the model coordinate system, where:

�� � � ���

 ��� (1)

here R is the 3*3 rotation matrix that describes the orienta-
tion of the model with respect to the world coordinate sys-
tem by three consecutive rotations around the Y, Z and X
axes of the world coordinate system by the rotation angles
�� , �� and �� , respectively.

3. GLOBAL ADAPTATION

To correct the orientation, size and position of the model,
nine global adaptation parameters are estimated: three ro-
tation angles: Æ�� , Æ�� and Æ�� which correct the model



Fig. 2. Robinson face model inside the virtual 3D world.

(a) (b)

Fig. 3. Positions used to calculate the global adaptation pa-
rameters. (a) Face in the current image. (b) Model.

orientation respect to the world coordinate system, three
scaling factors: �� , �� and �� which correct the model
shape size, and a 3D translation vector Æ� that corrects the
model position with respect to the world coordinate system.
To estimate the nine parameters, the positions of the mouth
corners ( ���� and ���� in Fig. 3(a)), outer corners of the eyes
( ���� and ���� in Fig. 3(a)) and top pixels of the cheek bor-
ders ( ���� and ���� in Fig. 3(a)) will be used, as well as the
projections onto the image plane of the model’s correspond-
ing vertices (see Fig. 3(b)), using the model of perspective
projection. Before adaptation the model is facing straight
toward the camera, as shown in Fig. 3(b).

In the first step, Æ�� is estimated. First, the quotient
between the absolute distance of the left outer corner of the
eye and the top pixel of the left cheek border and the ab-
solute distance of the right outer corner of the eye and the
top pixel of the right cheek border of the face in the current
image is computed as follows:

������� �
� ���� � �����

� ���� � �����
	 (2)

A similar quotient is calculated for the model:

Fig. 4. Width and height of a real person’s face.

����
��� �
� �
�� � �
���

� �
�� � �
���
	 (3)

If the quotient obtained in (2) is inside the interval ��	���
		�
�, then the rotation angle Æ�� is set to 0 (Æ�� � �), be-
cause the person is supposed to be facing straight towards
the camera. The interval was defined heuristically for typi-
cal videophone sequences.

If the quotient obtained in (2) is outside the interval
��	��� 		�
�, then the model is rotated in steps of 0.5 de-
grees until the value of the quotient in (3) is very similar to
the quotient calculated in (2). Finally, Æ�� corresponds to
the amount of times the model was rotated multiplied by 0.5
degrees.

In the second step, Æ�� is estimated. This angle is sup-
posed to be the angle formed by the line connecting both
outer corners of the eyes with respect to a line which is par-
allel to the image plane’s horizontal axis.

In the third step, Æ�� is estimated. As a first approach,
this value can only be estimated if previously Æ�� has been
found to be 0 (Æ�� � �). First, the mean quotient between
the width and height of a face is estimated from measure-
ments in real faces. To this end, the quotient � between the
distance ��
��
	��� from the outer corner of the right eye to
the outer corner of the left eye (see Fig. 4) and the distance
�������� from the midpoint between the outer corners of
the eyes and the midpoint between the mouth corners (see
Fig. 4) was measured for each person of a large group of
people:

� �
��
��
	���

��������
	 (4)

The mean quotient between the width and height of a
face is assumed to be the mean of c. Assuming a gaus-
sian probability density, the estimated mean of c was � �
1.375.

Then, the quotient between the width and height of the
face in the current image (see Fig. 5(a)) is computed:

������� �
� ���� � �����

� ���� � �����
	 (5)



(a) (b)

Fig. 5. (a) Width and height of the face in the current image.
(b) Width and height of the model.

A similar quotient is computed for the model (see Fig. 5(b)):

����
��� �
� �
�� � �
���

� �
�� � �
���
	 (6)

If the quotient obtained in (5) is smaller than the es-
timated mean quotient between the width and height of a
face � � 		��, then the rotation angle Æ�� is set to
0 (Æ��=0), because the person is supposed not to be fac-
ing downward. Currently, we apply a threshold of 1.44 be-
cause heuristically it works better for typical videophone
sequences.

Then, the model is rotated in steps of 0.5 degrees until
the value of the quotient in (6) is very similar to the value
calculated in (5). Finally, Æ�� is equal to the amount of
times the model was rotated multiplied by 0.5 degrees.

In the fourth step, the scaling factor �� is estimated.
First, the distance between the midpoint between the outer
corners of the eyes and the midpoint between the mouth
corners is measured for the face in the current image (see
Fig. 5(a)). Then the corresponding distance over the image
plane is measured for the model (see Fig. 5(b)). Finally,
the scaling factor is equal to the quotient between these two
distances:

�� �
� ���� � �����

� �
�� � �
���
	 (7)

In the fifth step, the scaling factor �� is estimated. First,
the distance between the outer corners of the eyes is mea-
sured for the face in the current image (see Fig. 5(a)). Then
the corresponding distance over the image plane is mea-
sured for the model (see Fig. 5(b)). Finally, the scaling fac-
tor is equal to the quotient between these two distances:

�� �
� ���� � �����

� �
�� � �
���
	 (8)

In the sixth step, the scaling factor �� is estimated.
This scaling factor is estimated as the average between the

scaling factors along the U-axis and V-axis, as in [22], [16]
and [20], since there is not enough information to calculate
its value from a single frontal image:

�� �
	

�
��� � �� �	 (9)

In the last step, the 3D translation vector Æ� � �Æ�� �

Æ�� � Æ���
� is estimated. This vector describes the trans-

lation of the model from its current position to a new one
where the projections of the vertices corresponding to the
model’s mouth corners and outer corners of the eyes co-
incide with the corresponding positions for the face in the
current image. First, a 2D translation vector Æ� is estimated,
which describes the distance between the midpoint between
the mouth corners and outer corners of the eyes for the face
in the current image and the projected midpoint between
the model’s corresponding vertices. Finally, assuming that
Æ�� � �, the components Æ�� and Æ�� of the translation
vector are obtained by projecting the 2D translation vector
Æ� into the 3D virtual world at a depth corresponding to the
Z-coordinate of the midpoint between the model’s mouth
corners and outer corners of the eyes.

4. LOCAL ADAPTATION

In the local adaptation, first, the shape of the whole model
is adapted using the chin and cheek borders, and then only
the shape of the model’s nose is adapted using the nose cor-
ners. The adaptation of the model using the chin and cheek
borders is done using a very similar method to the one de-
scribed in [18] and [19], so it will not be described here. The
adaptation of the model’s nose consists of a scaling along
the U-axis and V-axis and then a displacement Æ��

	
�� with
respect to the model’s local coordinate system. In the first
step, the scaling factor ���	
�� of the nose vertices along
the U-axis is estimated. First, the distance between the nose
corners of the face in the current image is calculated (see
Fig. 6(a)). Then, the corresponding distance over the image
plane is calculated for the model (see Fig. 6(b)). Finally, the
scaling factor is estimated as follows:

���	
�� �
� ���	 � ���	�

� �
�	 � �
�	�
	 (10)

In the second step, the scaling factor ���	
�� of the nose
vertices along the V-axis is estimated. First, the distance
between the midpoint between the outer corners of the eyes
and the midpoint between the nose corners is calculated for
the face in the current image (see Fig. 6(a)). Then, the cor-
responding distance over the image plane is calculated for
the model (see Fig. 6(b)). Finally, the scaling factor is com-
puted as:

���	
�� �
� ���� � ���	�

� �
�� � �
�	�
	 (11)



(a) (b)

Fig. 6. (a) Width and height of the nose in the current image.
(b) Width and height of the model’s nose.

(a) (b)

Fig. 7. Adaptation in frames of the test sequence Claire
where the eyes are closed. (a) ��� frame. (b) ���� frame.

In the last step, the nose vertices are displaced with re-
spect to the model’s local coordinate system until the pro-
jections of the model’s nose corners coincide with the nose
corners of the face in the current image. First, a 2D dis-
placement vector is obtained, which describes the distance
between the midpoint between the nose corners of the face
in the current image and the projected midpoint between the
model’s corresponding vertices. Then, the 3D displacement
vector of the nose vertices Æ��

	
�� is obtained by projecting
the 2D displacement vector onto plane N. Plane N passes
through the midpoint between the model’s nose corners and
is perpendicular to the W-axis.

(a) (b)

Fig. 8. Adaptation in frames of the test sequence Claire
where the person is facing downward. (a) 	�� frame. (b)
	���� frame.

(a) (b) (c) (d)

Fig. 9. Examples of the Robinson model adapted in images
of the test sequence Claire. (a) 
�� frame, (b) ���� frame,
(c) ���� frame, (d) �
�� frame.

5. EXPERIMENTAL RESULTS

The proposed algorithm was implemented in C and applied
to the first 40 frames of the test sequence Claire (CIF, 10
Hz). Using an Intel Pentium IV processor at 1.6 GHz, with
256 MB of RAM and under Windows XP, the mean pro-
cessing time was 0.015 s.

The reliability of the proposed algorithm was measured
to evaluate its performance. To measure the reliability, it
was verified if the model was correctly adapted in images
where the eyes are closed or the person is facing downward,
as well as in other images where the person is not facing
straight toward the camera. According to the experimental
results, the algorithm was correctly adapted when the per-
son’s eyes are closed (see Fig. 7) or the person’s head is
facing downward (see Fig. 8). Some examples of other ob-
tained results are depicted in Fig. 9.

6. SUMMARY AND CONCLUSIONS

A new automatic face model adaptation algorithm for model-
based coding of videophone sequences has been presented,
which uses the known or previously extracted positions of
the mouth corners, the outer corners of the eyes, the nose
corners and the chin and cheek borders. The face model is
globally adapted by first rotating, then scaling and finally
translating the model using relations between the positions
of the mouth corners, outer corners of the eyes and top pix-
els of the cheek borders. Then, the model is locally adapted
to the chin and cheek borders and the nose vertices are lo-
cally scaled and displaced. The main contribution of this
paper is that the face model can be adapted when the person
is facing downward or the person’s eyes are closed. The al-
gorithm was applied to 40 frames of the test sequence Claire
(CIF, 10 Hz). The experimental results show that the reli-
ability and overall quality of the adaptation algorithm are
very high, even in cases when the person’s eyes are closed
or the person is facing downward.
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