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ABSTRACT

An object—based analysis-synthesis coder for coding moving imagesat low dataratesisinvestigated. The coder isbased onthe
sourcemodel of articul ated three—dimensional objects. Thismodel describesthereal objects by meansof model objectsdefined
by shape, motion and col or parameters. Themodel objectsmay bearticulated, i.e. they consist of several rigid object components
linked to each other by joints. In this contribution a new algorithm for joint position estimation is presented. First the motion
parameters of the connected object components are estimated at different times. For motion estimation aMaximum-Likelihood
estimator isapplied. Thenthe position of thejointsisdetermined by eval uating the estimated motion parametersin the equations
representing the constraintsimposed by thejointson therel ative motion of the connected object components. Thealgorithmwas
applied to asynthetic test sequence (CIF, 10 Hz). At acameranoise figure of 40 dB ajoint position estimation average error of
0.94 pel can be achieved.
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1. INTRODUCTION

For coding of moving images at low data rates object—based analysis—synthesis coding isinvestigated [2][3][4][6][7][11][12]
[13][14] (see Fig. 1). An object based coder subdivides each image of an image sequence into uniformly moving objects and
describes each object in terms of three sets of parameters defining its motion, shape and color. Color parameters denote the
luminance aswell asthe chrominance reflectance on the object surface. The exact meaning of the shape and motion parameters
depends on the source model being applied (see Fig. 2). The parameters are automatically estimated by image analysis.

For each obj ect only shapeand motion parametersare coded and transmitted. Animageisreconstructed by imagesynthesisusing
the current shape and motion parameters and the aready transmitted color parameters. Image regions which can not be
reconstructed with sufficient image quality are called Model Failure objects or MF objects. For each MF object itstwo—dimen-
sional (2D) shape and color parameters must be coded and transmitted. Since the transmission of the color parameters is
expensive in terms of data rate, the total size of all the MF abjects should be kept as small as possible.

In[4] afirst completeimplementation of an object—based analysis—synthesiscoder ispresented. The coder isbased on the source
model of flexible 2D objects (see Fig. 2.8). By this source model the shape of an objet is described by the 2D object silhouette.
The object silhouette is estimated by a change detection between the current image and the last transmitted image. The motion
of an object is described by a displacement vector field.

In order to reducethetotal size of MF objectsthree—dimensional (3D) source modelsare used instead of 2D source models[11].
Until now three different 3D source models have been proposed [5]: the source model of rigid 3D objects [13] (see Fig. 2.b),
the source model of flexible 3D objects[14] (see Fig. 2.¢) and the source model of articulated 3D objects [6][7](see Fig. 2.d).

By the source model of rigid 3D objects the shape of an object is described by arigid wire-frame. The vertices represent the
shape parameters. The wire-frameis completely described by the object silhouette, i.e. thereis an algorithm which computes
ageneralized cylinder fromthesilhouette[13]. The object silhouetteisal so estimated by achange detection between the current
image and thelast transmitted image. The 3D motion of an object isdescribed by one set of six motion parameters:. threerotation
angles and one 3D tranglation vector. The color parameters are defined by projecting areal image onto the wire-frame.
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Fig.1 Object—based analysis-synthesis coding based on the source model of
articulated three—dimensional objects.

While the source model of rigid objects describes only the shape of rigid objects, the source model of moving flexible objects
allowsalso alocal deformation of the objectstangential to the object surface. Thisdeformationiscarried out by shifting vertices
of thewire-frame and isdescribed by shift vectors. The other parameters are defined like they were defined by the source model
of rigid 3D objects.

According to the source model of articulated 3D objects an articulated object consists of several connected object components.
Each object component is described by its own shape, motion and color parameters. The shape of an object component is
supposed to berigid and described by arigid wire—framewhose verti cesrepresent the shape parameters of the object component.
The object components are connected to each other by spherical joints. A spherical joint is considered to be apart of the shape
of an articulated object. A spherical joint position is described by three coordinates. The 3D motion of an object component is
al sodescribed by six motion parameters. Thecolor parametersof an object component are al so defined by projectingareal image
onto itswire—frame. In this contribution anew a gorithm for joint position estimation of articulated objects is proposed.

In order to reduce the data rate for transmision of the shape parameters the shape of the object components is estimated by
subdividing afirst rigid wire—frameinto object components [6][7][8][9] (see Fig. 3). Therigid wire-frameis generated like it
is generated in the model of rigid 3D objects. For the subdivision of the wire—frame the parameters of the 3D motion of each
triangle of the wire—frame are estimated. For the motion estimation a Maximum-Likelihood estimator isapplied[7]. It models
statistically the measured values and also detects outliersin them. Then neighboring triangles which exhibit similar 3D motion
parameters are clustered into object components. If an object component is detected the corresponding vertices of the rigid
wire-frame are assigned to the new object component. Thewire—frames of two connected object components remain connected
to each other by those triangles having vertices belonging to different object components. Due to these connecting triangles



object—componentsare flexibly connected. The center of gravity of the connecting trianglesis supposed to bethejoint position
[20]. In this contribution the joint position is estimated from the motion of the object components at different times.

Thispaper isorganized asfollows. In Section 2, theal gorithm for joint position estimation isdescribed. In Section 3, experimen-
tal results for synthetic image sequences are given. The conclusions are presented in Section 4.
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Fig. 2 Parameters of the source mode! of flexible 2D objects (a), rigid 3D objects (b), flexible 3D objects
(c) and articulated 3D objects (d).
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Fig. 3 The shape of the object componentsisestimated by subdivid-
ing a first rigid wire-frame into object components. Until
now the center of gravity of the connecting trianglesis sup-
posed to be the joint position.



2. JOINT POSITION ESTIMATION

Inthis section anew algorithm for joint position estimation is presented. Beforejoint position estimation the shape of the object
components s estimated using the algorithm described in [7][8][9].

Let a and b be two object components connected to each other by a spherical joint J. The 3D motion of the object component
aisdescribed by aset of six motion parameters B® = (T®, T®, TE,R®, R@, R@) defining itstranslation and rotation in the 3D
space. An arbitrary point H, of the object component a is moved to its new position H; according to the following motion
equation:

H. = [R®] - (H, — G¥) + G& + T® 0

where T® = (T@, T®, T@)Tisthetranslation vector, [R®] therotation matrix defined by thethreerotation angles R®, R®, R®
and G® the center of gravity of the object component a. The center of gravity G® is calculated as:
Na

GO = (GP. G, GO)" = (I/Ny) - > HY e

i=1

where N, is the number of vertices HY, i = 1, ..., N,, of the object component a.

Similar equations can be written for the object component b:

Hp = [RY] - (H, — G®) + GO + T® ?)
Np
GY = (G, G, GP)" = (I/Ny) - > HY @

i=1

The spherical joint J imposes constraints on the relative motion of the connected object components. Due to these constraints
the joint can be moved from J to its new position J' applying both Eq. (1) and Eq. (3):

J =[RO - -G® + G+ T@ ©®)
J =[RO]-J - GO + GO + TO (6)

Combining Eg. (5) and Eg. (6) thefollowing system of linear equationsresults. It representsthe constraintsimposed by thejoint
on the relative motion of the connected object components:

[RO - (3 —G® + G@ + T@ = [R®] . (J — GO) + G® + TO
[RO] - GO — [RA] - G@ + G® — GO + T@ — TO = [[RO] - [RA]] - J )

For joint position estimation two sets of motion parameters for each object component arefirst estimated (seeFig. 4). B® , | |

and B®,  represent thefirst and the second estimated set of motion parameters of the object component a, respectively. The

first set describesits motion from time k-2 to time k—1. The second one describesits motion fromtimek—2totimek. B® , |, |



and B" , , correspond to the object component b. For motion estimation a Maximum-Likelihood estimator is applied [7]. By
evaluating the estimated sets of motion parameters of the object componentsa and b in the Eq. (7) at time k-2, the following
system of linear equations for the position of the spherical joint J,_, at time k=2 can be established [1]:

|:Ek2ek1:| _ [R(kbz2ek—1] - [Rgzekfl]

e I
Ekfzek [R‘kblzﬁk] - [R(kalzak] K2
E=1[O] - Jyo+r ®)
where
Evook1 = [Ribzzekfl] ’ G(kbzz - [R(kaz2ekfl] ) Gf(azz + G(kazz - G(kbzz + T(ka22ekfl - T(kbzzekfl

(b) .Gb @ . G@ @ _— b (a — Tb
Evook = [Rk—Zak] G2, [Rk—Zak] G, + G, — G, + T — T

G@, and G , represent the center of gravity of the object component aand b at time k-2, respectively and r = (ry, 7, ..., 75)"
isthe residuum of the system of linear equations.

Fig. 4 Two object components a and b connected to each other by one spherical joint J and their
position at timek, k-1 and k-2. B®,_, _, represents the set of motion parameters of the
object component a, which decribes its motion from time k-2 to k-1. B®,., describes
itsmotion fromtimek—2tok. B{,  , and B{,_, correspond to the object compo-
nent b. Jy_, representsthe joint position at time k-2 referred to the world coordinate
system.



The system (8) is solved using linear regression:

Jo=(O"-[O) - [0~ E ©)
Thejoint position at timek is calculated according to Eq. (1) as:

jk = [R(a) l- (jk—z - G@z) + G@z + T (10)

k—2—k k—2—k

Motion estimation errors decrease the reliability of joint position estimation. In order to improve thereliability, n > 2 setsof
motion parameters for each object component are eval uated:

[TR® — (a) T
Ek—r]~>k—17+l [Rk*'i—)kﬂﬁl [kanekfwl]
(b) — [R®
Ek—q—>k—17+2 [Rk—qak—r]+2 [Rk—nﬁk—r]+2
b
Evyokpss| = [R(kzn—)k—nwt — [R(kazﬂ_)kw+ +r
(b) — [R®
[Rk—n—>k [Rk_n_ﬂ(]

E=[O]Jk_,7+r

(11)

wherer = (rg, ry, ..., r3,-1)" and J,_, isthejoint position at time k — #. The system of linear equations (11) is solved using

linear regression:
Jo, = (A" [0) - [0 - E (12)
and the joint position at timek is calculated according to Eq. (1) as:

Jo=[R2,. - Gy = GR) + G2, + T (13)

k—n—k k—n—k

3. EXPERIMENTAL RESULTS

The proposed algorithm for joint position estimation was applied to asyntheti ¢ test sequence (CIF, 10 Hz). Thissequence shows
an articul ated obj ect consisting of two object components, which move differently from frameto frame. The object components
are connected to each other by aspherical joint. Fig. 5 showsthejoint position estimation average error at different  valuesand
cameranoisevariances. At acameranoisefigure of 40 dB measured by PSNR (Peak Signal to NoiseRatio) andy = 5, thejoint
position estimation average error was 0.94 pel.

4. CONCLUSIONS

Inthiscontribution an algorithm for joint position estimation is presented. At least two setsof motion parametersfor each object
component are first estimated. Then the joint position is determined evaluating the estimated set of motion parametersin the
equationsrepresenting the constrai ntsimposed by thejoint on therelative motion of the connected object components. Thejoint
position estimation average error was 0.94 pel when evaluating 5 sets of motion parameters for each object component.



ACKNOWLEDGMENTS

Theauthor isgrateful to Prof. Dr.—Ing. H. G. Musmann of the University of Hanover, Germany, for hisinvaluable advice. This
work was supported by ascholarship from the German Academic Exchange Service” Deutscher Akademischer Austauschdienst
(DAAD)".

(1]
(2]
(3]

(4]
(5]

(6]
(7]
(8]
(9]

11 — n=5
/ -
!
—

1.0 — —
~ - ~

0.8

0.7

0.6

Fig. 5 Joint position estimation average error g, in pel at different camera noise
variances. 1 represents the number of sets of motion parameters for each
object component used for joint position estimation.
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