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Abstract

An algorithm for motion estimation of articulated 3D objects for object—based analysis—synthesis coding (OBASC) is
presented. For motion estimation an articul ated object is first decomposed automatically into flexibly connected object—
components. Each rigid 3D object—component is assumed to be connected to the object by spherical joints. Then, the 3D
motion of thelargest object—component is estimated without considering the other components. Finally, themotionanalysis
ispropagated to therest of the object—componentstaking into account the spatial constraints enforced by thespherical joints.
The developed algorithm has been incorporated in an OBASC which uses articulated 3D model objects. For the standard
videophone test sequence Claire (CIF, 10Hz) the transmission rate decreases from 53 kbit/s to 48 kbit/s at a fixed image
quality by applying the proposed motion estimation algorithm.

1. Introduction

For coding of moving images at low data rates object—based analysis—synthesis coding (OBASC)[8] isinvestigated. An
OBA SC scheme describes each image of a sequence by moving model objects. Each model object is defined by three sets
of parameters defining its motion, shape and color. Color parameters denote the luminance as well as the chrominance
reflectance on the object surface. The sets of parameters depend on the applied source model and have to be estimated
automatically. Image regions where the description by the applied source model fails are called Model Failure regions
(MF—regions). Color parameters are transmitted for MF—regionsonly. Since the transmission of color parametersisexpen-
sivein terms of datarate, the total size of all MF—regions should be kept as small as possible.

Ostermann[9] proposes an OBASC scheme based on a source model of "moving rigid 3D objects” (OBASCr5p).
According to this source model, model objectsarerigid with 3D shape and moving in the 3D space. The motion isdefined
by aset of 6 parameterswhich describethetranslation and rotation of the object inthe 3D space. The3D shapeisrepresented
by amesh of triangles which is put up by vertices denoted as control points. The color parameters are taken by projection
of areal image onto the surface of the mesh of triangles. Objects may bearticul ated, i.e. may consist of two or moreflexibly
connected rigid 3D object—components. In computer graphics, object—components are sometimes called links. Each
object—component has its own set of motion, shape and color parameters. Since the shape of each object—component is
defined by its control points, object—components are connected by those triangles having control points belonging to
different object—components. Due to these connecting triangles, object—components are flexibly connected. Connecting
triangles may enforce constraints on the spatial location of object—components.

For motion estimation of articulated objects a hierarchical coarseto fine approach is proposed by Koch[4] and used by
Ostermann[9], Kampmann[3] and Martinez[5][7]. However, motion estimation fails when the object—components have
strongly different motions, because no spatial constraints are considered, i.e. the connecting triangles do not enforce a
constraint on the spatial location of the object—components. In a paper by Hsu[2] the 3D motion estimation of a person’s
armiscalculated, however no spatial constraintsare taken into account. Holt[1] uses spatial constraintsin order toimprove
motion estimation of articul ated objects. Therefore, the object isfirst manually decomposedinto simplearticul ated subparts.
Each subpart contains a small number of object—components. Components conforming a subpart are confined to motion
within aplane (coplanar motion) and connected to each other by revolutejoints[10] i.e. the spatial constraints between two
components are modeled by one revolute joint. A revolutejoint allows only relative angular rotation between components
about the revolute joint axis which is perpendicular to the motion plane and does not allow that components may rotate
themselves. Motion estimation determines first the motion of the most simple subpart(s) and then propagates the analysis
to the remaining subparts of the object. The estimation a gorithm evaluates more than two consecutive frames of theimage
seguence to generate one estimate.

In this contribution an algorithm for motion estimation of articulated objects is presented which considers more
sophisticated spatial constraints. For motion estimation, the object isfirst automatically articulated into flexibly connected
object—componentsusing the method for obj ect—articul ation proposed in [5][ 7] . Each subpart containsasingle object—com-
ponent. Object—components are connected together by spherical jointg[10] instead of revolute joints. A spherica joint
allows non restricted relative angular rotations between two object—components and that object—components may rotate
themselves. Motion estimation determines first the motion of the largest object—component without considering spatial
congtraints. Then, motion analysis is propagated to the remaining object—components taking into account the spatial
constraints on the articulated object. For motion estimation of an object—component a gradient method is applied which
reguires the evaluation of two consecutive frames of the image sequence only in order to estimate the motion parameters.

The performance of the devel oped algorithm isevaluated in an (OBASC)[9] schemein terms of coding efficiency. The
coding efficiency is measured by the reduction of the bit rate at a fixed image quality measured by PSNR.



The paper isorganized asfollows. In Section 2, the proposed algorithm for 3D motion estimation of articul ated objects
is presented. In Section 3, experimental results are given. Final discussions are presented in Section 4.

2. Algorithm for 3D motion estimation of articulated objects

Inthissection, anew algorithm for motion estimation of articulated 3D objectsispresented. Fig. 1 representsthe stick model
of typical articulated object. For motion estimation, object—components are assumed to berigid and their shape known. The
shape of articulated objects can be estimated using the algorithm proposed by Martinez[5][7].

Let m, and m, be two object—components connected by a spherical joint (see Fig. 2). The 3D motion of the object—compo-
nent m, is described by the motion parameters A™ = (T, Ti'=, T2, RY2, R, RY*?) T defining itstranslation and rotation in
the 3D space. An arbitrary point P® on the surface of an object-component m, with N™ control points PY) ismoved to

its new position P'® according to the motion equation:

P'® = [Remg] - (PO — C™) + CMa + T™a (1)

with the translation vector T™ = (T2, Ty, T7#)T, the rotation angles R™ = (R{2, R’ RT®)", the object-component
NMa—1
center C™ = (Cpa, Cl"a, CT8)" = (1/N™) - Z PY., and the 3D rotation matrix:
i=0
cosRfacosRy2  sinRiesinRflacosRy'a — cosRiasinRY2  cosRfasin Racos Ry + sin Rfasin Ry
[Rom] = | €08 yasinRya  sinRfasinRMsinRYa + cosRacosRya  cosRyasin Rflasin R — sin Ria cos Rya )
— sinRTa sinRYa cos Ry’ cos R{a cos R

which definestherotation in the mathematically positive direction around the x—, y—and z—axiswith therotation center C™,
A similar motion equation can be written for the object—component m,;

P'®@ = [Rum] - (P® — C™) + C™ + T™ 3)
where P® isan arbitrary point on the surface of an object—component m,.

Because of the constraintsimposed on the articul ated object, motion parameters are not independent. They are, in general,
related by aset of constraint motion equationsthat represent joints. Each constraint motion equation can beusedto eliminate
one motion parameter by writing this motion parameter in terms of the others, provided the constraint motion equationsare
linearly independent. Inthe case of two object—components m, and m, connected by aspherical joint, the constraint motion
equations require that the global position of the spherical joint J = (Jy, J,, J,)" defined by the set of coordinates of the
object—component m, movesto the same global position J’ defined by the set of coordinates of object—-component m..This
condition gives three constraint motion equations that can be written as:

[Rem] - (3 —C™) + C™ + T™ = [Rcmg] - (J — C™) + C™ + T™Ma (4
If TMais selected as dependent motion parametersit can be expressed in terms of the other motion parameters as:
T = [Rem] - (3 = C™) + C™ + T™ — [Remg] - (J — C™) — C™ (5)

Combining Eq. (5) and the Eq. (1) the motion equation of an arbitrary object—component m,, which considers motion
constraints enforced by a spherical joint at position J, isgiving by:

PO = [Rem - (P? —J) + [Rem] - (3 — C™) + C™ + T™ (6)

Thus, for estimating the motion of an arbitrary object—component m, (see Fig. 2) connected to an object—component m,
whose motion parameters A™ = (T}, T, T7b, RTb, R, RT%)™ are known , only the rotation parameters R™ have to be
estimated because the translation T™ can be written in terms of the independent motion parameters A™, R™ and the
position of the spherical joint J according to Eq. (5). For determining the rotation parameters R™, motion estimation
supposesthat differences between two consecutiveimages s, and s, .., are due to the object motion only and that the shape
of the object—component is known. The motion estimation method minimizes the mean square luminance difference
between a perspective projection of the object—component’s luminance onto theimage plane of amodel camera s’ and the
corresponding luminance of the currentimage s, . ;. Therefore, agradient method is applied which uses one set of observa-
tion points from the model object—component m,. Each observation point OY = (P?, g®, 19) at time instant k is located
on the model object-component surface and is described by itsposition PO = (PY, PP, PY)T, its luminance value 19 and
itslinear gradients g» = (g, g¥)". Theluminanceandlinear gradientsaretaken from the sameimagefromwhich thecolor
parameters of the 3D model object were derived. The criterion for selecting observation pointsis a high spatial gradient.
For each observation point OY, the luminance difference 419 between s', and s, , is related to the unknown rotation
parameters R™ = (R7=, R2, R}"2)" by the following linearized equation:



Al = A1™ = — ([Pg(Py — J) + Pygy(Py — J)) + Pgy(P, — J)IF/P: + (P, — J)41/P,) R
+ (PGP — 3) + PGP — J) + PGP, — J)IF/P + (P, — J)4I/P) R @)
- [gx(Py - Jy) - gy(Px - JJ - F/Pz - Rye
with Al™ = + Fg,/P, T,®
+ Fg,/P, T)b
— [(Pxg« + P,g,)F/P2 + Al/P] T,b
- ([P,gJy — C¥) + Pygy(Jy — Cb) + PgyJ, — CIMIF/PZ + (J, — Cv)41/P,) R
+ ([P — C) + P@Ic — C) + Pgi(J, — CMIF/P? + (I — CM)41/P,) R
= [943 — C®) — g(J — CIF/P, R®
where F isthe focal length of the model camera.

In order toimprovethereliability, Eq. (7) hasto be established for several hundred observation pointsand only observation
points should be used for which the following inequation is satisfied:

Ul — A1M| < g, 8)
where o, isthe standard deviation of all residuals A1 — A1™ according to Eq. (7). The residuum of this equation system
isthen minimized by an Gaul method for |least squares error:

D (A19 — A1™)2 — MIN 9)

ol)
Duetothelinearization, motion parametershaveto be estimated iteratively. After every iteration, the model object—compo-
nent m, is moved according to Eq. (6) using the estimated rotation parameters. A new set of motion equations is then
established, giving new rotation parameters updates. In case of convergency the rotation parameter updates approach zero
during the iterations.
For typical articulated objects like human bodies and robot arms, which consist of many object—components, if all the
constraint motion equations are written down, avery large system is obtained which is most likely impossible to solve. In
order to avoid thisdifficulty an approach of decomposition and propagation of motion estimationisapplied in this contribu-
tion. This approach decomposes first the object automatically into flexibly connected object—components5][7]. Object—
components are connected to each other by spherical joints. Then, it estimates the motion parameters of an arbitrary
object—component m, (root object—component) without considering motion constraints. Finally, the motion analysis is
propagated to the rest of the object—components taking into account motion constraints between object—componentsusing
Eqg. (5) and Eq. (7). For estimating the 3D motion parameters of the root object—component m, the algorithm proposed in
[9] isapplied. Sincethereliability of thisalgorithm depends on the size of the object component[6], thelargest object—com-
ponent of the articulated object is chosen as the root component. Propagation of motion analysis is explained using the
articulated object of Fig. 1 asexample. After 3D motion estimation of the root object—component m, the motion parameters
of the object—components m;, m, and m; can be estimated applying Eq. (5) and Eq. (7). Knowing the motion parameters
of the object—-components m,, m, and m; the motion parameters of the object—components m, and my can be then
calculated. Finally, using the motion parameters of the object—component m, the motion parameters of the object—compo-
nent m, are estimated. This method can be generalized asfollows: if the motion parameters of an arbitrary object—compo-
nent m, of an articulated object are known, the motion parameters of the rest of the object—components can be estimated
propagating motion estimation from the object—component m, to the farthest object—component using Eq. (5) and Eq. (7).

3. Experimental results

OBA SC according to Ostermann[9] and OBA SCwith the devel oped al gorithm for motion estimation of articul ated objects
(OBASC") are applied to thetest sequence” Claire” (CIF, 10Hz). Fig.3 representsthe stick model of Claire. The object was
automatically decomposed into object—components using the approach for shape estimation of articulated 3D objects
proposed by Martinez[5][7]. The position of the spherical joint is supposed to be the center of gravity of the connecting
triangles between object—components. Color parameters of model failures were coded with a PSNR of 36 dB. In the
experiment both coders were initialized using the first original image of the sequence. The average size of MF—regions
obtained by OBASC and OBASC" is 2.9% and 2.5% of theimage area, respectively. Using 1.2 bit/pel for coding of color
parameters, the overall bit rate is reduced from 5300 hit/frame to 4800 bit/frame (see Fig. 4).

4. Conclusion

Inorder toreducethetotal sizeof MF-regionsthe sourcemodel of " moving articul ated 3D objects’ isused instead the source
model of "movingrigid 3D objects’. In thiscontribution an algorithm for 3D motion estimation of articul ated objectswhich
considers spatial constraints was described. The spatial constraints enforced by the connecting triangles between two
object—componentsaremodel ed by onespherical joint. Inorder toreducethecomplexity of themotion estimation algorithm,
an approach of propagation of motion estimation is applied. The developed algorithm has been incorporated in the image
analysis of OBASC[9]. For shape estimation of articulated objects the method proposed by Martinez[5][7] is used. The



"head and shoulders’ videophone test sequence "Claire” (CIF, 10Hz) has been used. Experimental results show that
considering spatial constraintstheaveragesize of MF-regionsdecreases from 2.9%1t0 2.5%. Thereduction wasparticularly
large by those frameswith strongly different motion between object—components (see Fig. 4). Maintai ning the same picture
quality measured by PSNR=36 dB in theimage regions of model failures, this reduction of the average size of MF—regions
leads to areduction of the transmission rate from 53 kbit/s to 48 kbit/s.
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