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Summary

For coding of moving images at low bit rates, an object–based analysis–synthesis coder (OB-
ASC) has been introduced[1]. In an OBASC, real objects are described by model objects. A
model object is defined by motion, shape and color parameters. These parameters are estimated
automatically by image analysis. By the source model of moving 3D objects[2], the shape of a
model object is represented by a 3D wireframe. The motion parameters describe translation and
rotation of the model object in 3D space. The color parameters denote luminance and chromi-
nance reflectance of the model object surface. Moreover, no a–priori knowledge about the image
content is exploited.
In typical videophone sequences, head and shoulders of human persons appear in the scene. This
knowledge can be exploited in order to improve the modelling accuracy for this kind of scenes.
Therefore,  OBASC is extended in [3] to a knowledge–based analysis–synthesis coder (KBASC)
by adaptation of the 3D face model Candide [4] to a person in the scene. In order to adapt Candide,
the positions of eyes and mouth have to be estimated. First, assuming that only one person appears
in the scene, the head area is extracted by evaluating the silhouette of the person and assuming
a wide upper part of the body and a narrower head. Then, the eyes and mouth positions are
estimated using template matching and feature extraction techniques. Finally, the face model is
adapted and incorporated into the 3D model object. This algorithm fails, when more than one
person appears in the scene. Other approaches for the estimation of eyes and mouth positions in
videophone sequences are restricted to one person too [5][6][7][8].

In this contribution, the algorithm in [3] is extended to allow the automatic adaptation of face
models in videophone sequences with more than one person in the scene. Moreover, the persons
could be placed close together and could share a common silhouette. In order to adapt Candide,
the eyes and mouth positions of several persons in the image sequence have to be estimated. The
new adaptation algorithm consists of five processing steps. In the first step, human heads are
detected. Therefore, the 3D model objects are subdivided by object articulation into 3D object
components (Fig. 1 (a)(b)). For object articulation, neighbouring triangles which exhibit similar
3D motion during the image sequence are clustered into object components [9][10]. This is
carried out without using a–priori knowledge about the image content. Afterwards, it is checked
whether an object component could be a human head. In order to be recognized as a human head,
an object component must fulfill several conditions. The silhouette of the object component has
to be roughly a circle. Furthermore, a human head must be located above another object compo-
nent, i. e. the upper part of the human body. After detection of human heads, the following
processing steps are carried out for each head. In the second step, the mouth center position is
estimated by evaluating horizontal contours in the lower part of the head area. In the third step,
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the pupils as the eyes center positions are estimated in the upper part of the head area. First, areas
with horizontal contours are extracted. In these areas, a template matching with a luminance
template of an average eye is carried out. The pupils represent the darkest image points in regions
with high correlation with the eye template. In the forth step, the estimated eyes and mouth center
positions are verified. They have to span an isosceles triangle in order to be accepted as correct
eyes and mouth center positions. Otherwise, these positions are rejected and an adaptation of the
face model is not possible for this frame. If the verification of the centers of eyes and mouth is
successfully, the face model Candide is finally adapted in the fifth step. According to the esti-
mated eyes and mouth center positions, the face model is scaled and inclined. Then, it is incorpo-
rated into the 3D model object.

The described algorithm has been applied to the test sequences Akiyo, Claire and to the test
sequence with two persons Anis_Markus with a spatial resolution corresponding to CIF and a
frame rate of 10Hz (Fig. 1, 2, 3). Applying the proposed algorithm to the test sequence Anis_Mar-
kus, both human heads are detected after 10 frames (Fig. 1 (a)(b)). For the right person, the face
model Candide is adapted immediately (Fig. 1 (c)(d)), for the left person at the 12th frame (Fig.
1 (e)(f)). Using the algorithm in [3], an adaptation of face models for Anis_Markus is not possible.
For the test sequence Claire, the face model is adapted after 6 frames using the proposed algo-
rithm (Fig. 2 (b)(c)). Applying the algorithm in [3], 10 frames are required. For the test sequence
Akiyo, both algorithms adapt the face model after 7 frames (Fig. 3 (b)(c)).
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Fig. 1: Testsequence Anis_Markus (CIF, 10Hz): (a) 10th frame, (b) subdivision of
the 3D model object into 3D object components (10th frame), (c) estimated eyes
and mouth positions for the right person (10th frame), (d) adapted face model for
the right person (10th frame), (e) estimated eyes and mouth positions for the left
person (12th frame), (f) adapted face model for the left person (12th frame).
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Fig. 2: Test sequence Claire (CIF, 10Hz, 6th frame): (a) original image, (b) esti-
mated eyes and mouth positions, (c) adapted face model.

(a) (b)

(c)

Fig. 3: Test sequence Akiyo (CIF, 10Hz, 7th frame): (a) original image, (b) esti-
mated eyes and mouth positions, (c) adapted face model.

(a) (b)

(c)


